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NASA’s Ncw Millennium Program (NMP)  is designed to dramatically reduce
mission costs and enable new and more li-cqucnt exploration missions. The
program is structured into live technology tcarns consisting of industry,
government and academia rcpresenta(ivcs.  This paper discusses the role of the
Autonomy technology team in the NMP and the development process defined by
ttIc team to mature these technologies for flight readiness.

The Ncw Millennium Autonomy Team is leading the dcvclopmcnt and
demonstration of revolutionary autonomy tcchno]ogics  which arc needed [o
fulfill the Program’s vision of 21 st cenlury spacccmft and ground operations
capabilities and functions. The AutononIy ‘1’cam has idcntilied  and is developing
the following tcchnologics:  Rtmotc  Agent, Autonomous Guidance, Navigation
and Control, Autonomous Scicncc  and Mission Operations, and multi-platform
coordinated missions. lo facilitate this eflor~ the team has dcvclopcd a roadmap
outlining tbc tcchno]ogics  required for tk first live  missions. This  paper
describes what UIC roa(imap process is, wlIat the tcchno]ogics  arc that have been
identified for flight on tlIc tirst  mission, ttIc criteria for their selection, WKI  the
technology challenges, ‘1’hcse tcchno]ogics  II:ivc the potential to revolutioniz,c
operations of deep space and near Earth missions, and to enable NASA’s vision
of a “virtual presence” in space.

AN OVERVIEW OF ‘J’IIN NHW MII.I,ICNNIUM PROGRAM

III NASA’s vision of space exploration and Earth observation for the 21st century, human
presence is extended beyond Earth by establishing a “virtual presence” in space in order to
expand scientific understanding of the universe.. ‘l’his vision can be realized by using  a fleet
of individual spacecraft to explore many diverse targets among the planets, their moons,
and small bodies in the solar system; and by using coordinated nctwot-ks  of spacecraft to
investigate dynamic, complex systems - such as }~arth’s atmosphere - and detect (and
perhaps image) extrasolar  planetary systems. Our “presence” in space will be in the form
of’ numerous small spacecraft; our accum u]ation  of knowledge accomplished through the
continuous ret urn of science data to F.arth. }Jrom Earth, we will be electronically y linked to
the far reaches of space.

}Julfilling this vision for the 2 1st century space exploration and liarth observation depends
on new capabilities to reduce development, launch, and operations costs; increase mission
frequency; and enhance scientific observing and data gathering capabilities. The goal of
NASA’s New Millennium Program (NMP) is to enable 21 st-century  missions through the
identification, development and flight validation of key technologies. l’hc,se  critical
technologies will be validated so that future science missions can take advantage of them
wilbout  assuming risks inherent in their first use. NMP technology-validation fligh~, to be
launchccl  during fiscal years 1998-2(KK), will also provide oppollunities  to capture
meani ngfu] science.
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‘l’he New Millennium Program has established several integrated product teams (1 PDTs)
that are working in a coordinated and cooperative effo~l to identify, develop and deliver
focused technologies that are central to enabling NASA’s vision. ‘l’he areas selected for
1 PDT focus are those in which a range of emerging breakthrough technologies offers the
promise of affordable solutions to key capability needs for the 21st century, There are six
IPIY1’s: Autonomy, Microelectronics S ystcms, Instrument S ystems, in situ Instruments and
Microclectromechtmical  Systems (MEMS),  Modular Architecture and Multifunctional
Systems, and Col~l]]l~]rlicatio]~s  Systems. The Autonomy lf’Dl’ and its work is the primary
focus of this paper and will be discussed at length in later sections.

l’he Microelectronics Systems lPDT is developing and demonstrating technologies for a
miniaturized, highly integrated, three dimensional avionics architecture that subsumes --into
a single “subsystemless”  architecture -- the functions of the following traditional
subsystems: attitude control; command and data processi]~g; power management; mass data
storage; and all payload inte~~aces.  The key drivers for development in this area are the
re(iucti  on of mass, volume and power consumption for the spacecraft electronics.

~’he instruments and in situ instruments and Ml iMS IPDTs are focusing on reducing the
mass and power requirements of instruments and mechanical components. Specifically y,
these IPD7’s are addressing the construction of qualifiable, ilight  ready systems; the
development of highly integrated systems such as chemical laboratories, optical benches,
inertial navigation and micropropu]sion  units, or vacuum microelectronics; improvements
in the design, packaging, interfi~cing,  networking and qualification of systems specifically
for space applications; and demonstration of revolutionary concepts that might be. less
mature than items in the previous categories.

l’he Modular Architecture and Multifunctional System IPDT is focusing on revolutionary
advances in mechanical, thermal, structural, power, controls, and chemical system
e]lgineering.  Particular emphasis is being placed on technologies having the potential to
provide or[ler-of-]l]ag]~itl]de  increases in spaceflight  system capabilities.

‘l’he Communications System IPJYJ’ is responsible for identifying and developing
telecommunications technologies that can significantly reduce spacecraft mass, recurring
engineering costs, and total life-cycle costs through greater spacecraft independence and
autonomy from ground control.

‘J’JIE NM]’ A[J’J’ONOMY  TICCIINOI.OGY  T E A M

WJlat is Autonomy?

Automation and autonomy both refer to systems which assume tasks that were previous] y
assigne[i to humans. }Iowever,  automation implies that the system performs the task very
mechanically, essentially by rote. l’he system has been given detailed instructions as to
how to do the task. Autonomy implies goal-oriente(iness;  we expect a certain outcome
without expecting that we know too much about }~ow this outcome will be accomplished. ]

It maybe harder to predict the actions of an autonomous system, but such systems will be
more dependable because they tenaciously pursue their goals despite changitlg
circumstances. ‘J’his makes prediction of their detailed behavior unnecessary. In fact, part
of the goal of autonomy is that the system may perform better than our expectations
because it is closer to the data. l’his powerful and special attribute of autonomy offers
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much operations simplification opportunities. Atltollo]l~y  al]da~ltol~latio]  lc:~tlbe
st]l~llll:lriz.e(l  ~ln(lco~ltrasmdi  ~ll’able 1.

Table 1
AUTONOMY VS ALJTOMATION

Automation Autonomy 1

- Mechanistic and relatively inflexible - Goal orjented and adaptive
- Assumes a well-defined - l;nablcs operation in uncertain

environment environments
- Requires design of complex, - Design is more easily defined,

detailed procedures rule-based  behavior

Table 2 shows more detailed descriptions of the key functional areas and technologies
required to accomplish complete spacecraft autonomy.

Table  2
SI’ACECRAF”I’  AUTONOMY AIWAS OF lN’J’IOIIIMT

lII1]TWC’I’ION AI, ARICAS I l)l~.SCRll’rI’ION.-. ., ------ . . . . . . . . . . . .

4tJTONOMY  SYSTEM ● Onbrrmt  & Chmunrl
ARCH lTECTURE ● I~rarncwork  that structures systcm and insul:ilcs  (lWils

}1 IGII-LEVE1. COMMAND ● Clod di KxWd acli vi t y
EXIZCWHON ● Adapt  to ~inforesccli  missioli  circumstaliccs

● F.vent driven] sequencing
● Coiwurmnt  opcratioli  01 tasks

ACTJ VITY PLANNING, SEQUF;NCE ● Continuoiis  phmnirig,  contiligcncy  planning
GENERATION, VAT.TDATION, & ● Aciapt collfiguratioli  to comlnands  & ci}vironme.nt
RESOURCE MANAGEMENT

● Onboarcl seqiicncing validation
● Conftict  detection & resolution

ANOMAI..Y  RESOLUTION ● F;a[ilt detection & rcsohitioli
ROUTINE SELF-MONITORING & ● Self nmnilorilig  & selective bvcilth  reporling

MAINJ’ENANCE ● Dow[] link cilginccrilig  data mmiagcmcnt
● Self cfilibrtiting  & self checking

MISSION PLANNING, NAVIGA~’10N ● Onboard  orbit de,tcri]iinatimi  & trajccKrry planiling
& CONI’ROI. (A Uitlidc,  stabilinition ● GPS :ittititdc  & positioli  dctcr[n  ination
& poindng)

● Onbmird mimeuvci  dcsigli,  pti[li  planning, consmri]il
checking & sccpic[icing

● Precision poi]iting
● Feature tr:icking,  target rchitivc  m:incuvcring,  statioil  keeping
● Collision avoid:ince

CONS1’P,l.,1  ,ATION M ANAGEMKNL’ ● ll}tcrco]llllilil~icdtiol~  & cross liliks,  forination  m:inagcmcnt
● Statioil  keeping
● Ope.rat  ion of spacccralt networks
● L):ita  filsioi~, sensor fusioii
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PAYLOAD (SCIENCE) P1.ANNING ● Scicace  goals to scqucmm, cfiplufc scrcndipitom  scicacc
● Distributed payload utilimtim  planning

PAY1 .OAD 1NFORMATION ● Optimi~,c  scicncc  dowaliulc  ialormatioa
PROCESSING

● Adapti  vc obj cct rc.cogni  tiol I
● Inlormalion sampling, cdilillg  ald compression

MISS1ON OPERATIONS ● F.F.l S arcbitcclorc
IN1’RAS1’KUC1’URE ● Multimission process control

● IMclligcllt  user iate.rfacc
TRACKING & DATA TRANSPORT ● Automa[c(l  ground-  spdcccraft link and ground s[ation

scheduling
● Dccrcasc downlink  analysis

AUTONOMY }lARDWARE “ Opticaj navigation camera, feature tracker
● Miniature GPS
● RaI Igcr

‘1’hc NM]’ Autonomy Team Constituents and Charter

‘1’he Autonmn y lPD1’ is leading the development and demonstration of revolutionary
autonomy technologies that are needed to fulfill NASA’s vision of the 21st century
spacecraft and ground operations capabilities and functions. 3’he Autonomy IPIYI’ has
identified those capabilities that significantly I“educe the cost of mission operations and
enhance spacecraft functionality. Care was taken to avoid focusing on incremental
in] provements to missions operating in to(iay’s environment with existing architecture and
operations constraints.

“1’he Autonom y lPD1”’ has two co-leads, representirlg  the Jet Propulsion l..aboratory (JPL)
and NASA Ames. ‘l’he Autonomy 1 PDT consists of nine members from government,
industry, non-profit organizations, and academia. All ]Pl>l’ members have voting
privileges with decisions arrived at by majority vote. The Autonomy IPL)T also has two
cooperating partners. Cooperating panners are, ex officio members of the IPDT who may
provide input but can not vote. I’hese members represent suppliers, focused technology
efforts and technical consultants in very specialized areas.

‘1’he Autonomy IPDT provides a systems approach in the balanced design of operable
missions, spacecraft core and payload systems, and ground operations functions to ensure
that operations cost objectives are met and that stmdard  tools and architecture emerge
which underpin future NASA missions, Care is exercised to avoid focusing too heavily
upon one element of the mission, or the spacecraft and ground systems without due regard
for the higher-level system and mission performance. Concurrent with improvements in
the spacecraft’s autonomy, ground system autonomy will bc developed and demonstrated
to reduce the operational workforce and its attendant costs. “1’he  base mission design is for
zero operators between the principal investigator and the flight system, known as the
Justified Operations concept.

q’he product of the Autonomy 1 PDT will be the flight and ground software and har(iware
needed to enable the on-board and ground-base(i  autonomous capabilities and the
associated computer-based tools and architecture required to replicate these capabilities in
subseaoent missions. The ~overmnent’s  role will include conceDt  and algorithm
development, flight softwal;e  implementation and hardware brea~iboardin;;  the in(iustry role
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will bc similar and include hardware development; and academia will provide the basic
research into autonomy, a~~ificial  intelligence, and related computer science topics. l’he
Autonomy IPDI’ has developed technology roadmaps  showing the lo]]g term vision in the
NMP context, as well as details on the specific approach, performance, schedule and cost
of developing an(i validating individual technologies that support that vision.

TJ~c’]NoLOGy ROA~MA]Z  ])J;vJ;],O1~MJ;NT

l“he technology roadmap is the phased tcchno]ogy  development plan for New Millennium.
It is a living, document that will be updated at least twice a year. NMP will solicit for new
IPDT membership annually and the solicitation process will bring new technologies to
refresh the tech no]og y roadmap.  The roadma  JJ will not capture all technologies available in
the national pipeline. It only captures the most critical ones for NMIJ. The selection is
based on impact on the 21st century science missions, revolutionary nature of the
breakthrough and risk reduction by validation flights. The scope of the roadmap  is guided
by sciemce and exploration needs and they are dcve]opcd  through the New Millennium
Working Group.2

Roadmap  ]’hilosophy

in order to achieve the stressing goals being pursued by the. New Millennium program, a
coordinated plan and execution of technology (ie,velopment  and integration must be
conducted. A chief contributor in achieving this level of integration and coordination by ~
diverse, geographically disparate team is the development and continued use of a Jx-ogram
Roadmap.

A program roadmap is not a program plan, nor is it a program schedule of activities, A
program roadmap  is a graphical representation of the major program elements, their
relationships, and intermediate and long term goals for the program.  l’hese. elements are
laicl  out along a general timeline  with nl:~jor  points of confluence as described and used in
the following paragraphs.

Roadmapping  Process

‘l’he primary goal of establishing and maintaining a program roadmup is to provide a vision
of the program that all members of the program team, from m anagemcnt  to devel opcr, can
share and work together toward. I’he NMP team believes that a common vision for the
program is critical to overall program coordination and success in achieving overall
program goals.

I’he process of program roadmappin,g has been an instrumental part of a methodol(>g  y
called  lJser Centered Engineering (LJCE) and has been refinc(i  through various programs
over the past 10 years by the Advanced Research Projects Agency  (ARPA). This
mcthodo]ogy  makes the “user” a key member of the deve]opme.nt team with daily
i ntcl”actions  with most every ]eVe] of prograJJl Staff. ‘1’his approach gives the user a much
]arger responsibility in helping, to assure a successfu] and usefu]  product.

Another major feature of the UC13 methodology is that it ensures a structured and
prototyping  approach. This process  involves coorciinatcd tcchno]ogy  development;
l’echno]ogy  ]ntigration Experiment.s (1’ii+), focused at provi(iing new operational
capabilities; ]ntegrated  Feasibility IIcmonstrations  (11711s) which lash together relate(i  “1’11;
results to illustrate a prototype opcmtional  capability; Multiple lF1ls may then be



coordinated m stepping stones toward an overa]l operational capability - often in the form
of an Advanced I’echno]ogy  Demonstration (ATD). ~rhis process has been adopted and
refined by the NMP to fit their operational needs and is illustrated in I;igure 1.

Figure 1 logical Roadmap Elements & Relationships

liwther,  the development of a roadmap is accomplished in a collaborative manner with
overall program schedule, constraints, and goals bei~lg propagated in a top-down manne~
while each I PDT constructs the technology development tin-relines of the roadmap in a
bottom-up manner. Completion and use of a pm~ram madmap  depends on the give and
take of managi ng the tactical and strategic program goals within the resource buclgcts
provided. “l’he progrwn roadmap tools being de.velopecl  and employed allow the team to
achieve this.

Roadmapping  ‘1’ooIs

As a result of the desire to incorporate roadmapping  methodology into the NMP, the
Autonomy 11’DT undertook prototype development of a set of World-Wide-Web tools that
conlbinc:

● database (DB) storage and organization  of data with “forms-based” viewing and
editing;

● dynamic generation of graphics (gifs with image  maps) based on 1311  query results;
and

● automatic generation of 111’MI. pages.

NMI’ team members may select the elements of the roadmap  that they are interested in
viewing. An H’1’M1., query form is used for this purpose. I ‘igure 2 illustrates a
dynamically generated graphical timelinc view of a segment of the Autonomy 1P] )3’
roadnlap  and some of the detailed 1’1[; information for one of those timeline  entries,
accessibly directly by mousing the timeline item,
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l’igurc 2 Graphical “1’imclinc  and Underlying Database Entry

Autonomy Roaclmap

‘1’here are IIUITNMOLIS autonomy techno]ogics  that have been identified and grouped for
further maturation into integrated Feasibility IJenlonstl:lti ons (J}q )s). ‘l’he four primary
autonomy 1 FIX are: Remote Agent - Autonomy Architect urc an(i I ~unctional  ity;
Autonomotls  CiN&C;  Science & Mission Operations; and Multi-Platforl~l Coordinated
Missions. in turn, these IFDs will enable the three primary autonomy mission goals to be
achieved: Se] f-Managing  ~lxp]orer,  Coordin:ltcd  P]atforms, and Cooperating };]eets.

Remote  Agent. For the NMP, autonomy attributes are captured in a functions] mode],
called the Remote Agent, as shown in 17igure  3. IT] fact, the remote agent is the entity that
~:lllie,s  out OUr desires for us renlote]y in space.
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Uigurc  3 Remote Agent Architecture

g’hc autonomy remote agent is the paradigm  around  which the New h4illcnniunl
autonomous spacecraft [s built. It is the core of the onboar(i intelligence. It has a planning
and scheduling engine, a smart executive engine and a fault detection, identification and
recovery engine. ]t also provides a scaleab]e  p]ug & p]ay architecture for domain specific
autonomy functions such as autononlous  navigation and control, autonomous power
control and science data editing. The remote  agent accepts potentially competing goals and
formulates on its own a method (o accomplish them in smne reasonable way. The
executive provides robust, event-driven plan execution and run-time decision making. ‘l’he
failure detection, identification and recovery engine, deduces hidden and fiailure.  states from
sensors and selects recovery actions without falling into failure, states. ~’his  technology is
exciting became it can reduce mission operations cost by an order of magnitude, it reduces
mission specific software cost by 50% an(i it reduces demands on the Deep Space
Network, particularly cm the uplink side. Moreover, it enables opportunistic and interactive
science and it enables explorations of poor] y known places.

%lf-contained, autonomous capabili ty to perlorm a spacecraft mission is achieved through
several forms of i nteraction an~ong  the Remote Agent components. input of goals to the
executive initiates the process. C]oals may be defined a I)rio?”i by mission ciesignc.  rs, may
be received from the ground during a mission, or may be generated by the other autonomy
modules onboar(l the spacecraft. I;or example, the Mode identification and Recovery
modu]c may detect and isolate a fault which is not recoverable using one of the pre-defined
recovery procedures. ]n this instance, the planner can bc invoked to determine, a course  of
action to work around the fault situation, preserving the ability to perform the mission,
even ;n unanticipated fault contexts. gllis~unctional  redundant y is clui te disti net from the
physical redundancy usually relied upon in Fault  Jxwtection.

A more exciting scenario is reinvocation  of the planner after the capture of a science event,
In this case, the, planner determines activities to collect additional observations, perhaps to
include altering the orbit or trajectory of the spacecraft. Autonomy for science is discussed
in mom de.tai]  below.
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Planning and scheduling are interleaved in the Remote Agent, in additional to goals and
constraints, the planner receives as input a description of the current state of’ the spacecraft,
and a temporal horizon. The output of the planner/scheduler is a set of tokens, representing
activities to be performed out to the gi vcn temporal horizon,  organized  in a dependency
structure which reflects hard temporal constraints bet ween activities. 1 ‘his palliall y ordered
structure, again, is quite distinct from the tradi tiona] deterministic sequence which governs
spacecraft activities.

I’his token structure is passed to the executive for execution in the. real-time context of the
spacecraft. The executive expands the tokens into a sequence of low-level commands
which direct] y access spacecraft subs ysterns and actuators, ant] executes  them, “J’hc
executive also monitors the execution of these commands and when they do not succeed,
has authority to retry execution of the given token expansion or to attempt execution of an
alternate expansion. The executive relies on contextual information to make.  these decisions
in the real-time situation of the spacecraft, a process termed conditional sequencing. “1’he
executive offers considerably more resilience in mission p] an execution than does
traditional deterministic sequencing. If a hard command failure does occur, the executive
performs actions to place the spacecraft in a safe state and reinvokes the planner to pursue
an alternate approach to accomplishing mission goals,

one  of the forms of contextual information drawn on by the executive is provided by the
mode identification modu]e, ‘l’his modu]e consu]ts  the ]atest SCJUW1”  infol”mation  to
continuous] y determine the most like] y current mode or configurate on of each spacecraft
subsystem, including failccl  modes. in the event that a failure is identifie(i,  predefine
recovery procedures associated with the spacecraft subsystems are invoked via the
executive. Should these recovery procedures fail to achieve the desired state of recovery,
the, p] anner can be. reinvoked to pursue a work-around, updated with kr~o wlcxigc  c)f the
failure an(i its impact on spacecraft functionalist y.

Monitoring and real-time control follow Pair] y traditional practice in the Remote Agent.
“J’here, wjll likely be a need to a~jgment  onboarci  anomaly cictecti  on to a(idress  the more
subtle but potentially ll~issiol~-il?lpactillg  anomalies currently han(iled by ground personnel,
an(i not easily discernible. at the level  of subsystcm mo~ie. or contlguration.

“J’he planner of the Remote Agent is based on temporal (iatabase  technoJog y from the 1 ISJ’S
system [3] ~ievel oped at NASA Ames Research Center, an(i on planning search engine
technology from the MVP system [4] develope~i  at the Jet Propulsion I,aboratory (JP1.).
‘1’he executive is based on t}le RAPS system (ieveloped at Yale, Jf’I. and the ~]niv,  of
Chicago [5]. l;inal]y the mode identification an(i recovery mo(iule, calle(i  J ,ivingstone,,
(iraws on a line of mo(ie]-base(i diagnosis research [6] origin  ate(i  at Xerox PARC an(i
continued at NASA Ames.

AUIOIIOHWMS Guidance, Nusigation  ad Cmtrol.  (iui(iance  Navigation anti Control
((iN&C;) functions are key to delivering the spacecraft to its target and to positioning the
payloa(i to make the observations. in the past navigation was performed almost exclusively
OJI the, ground while ,gui(iance  an(i contro] function consiste.ci  of low-level comman(i
sequences deve] ope(i  on the ground an(i executed OJ) the spacecraft. ‘1’he significant leap in
autonomy in this key area is to develop an on board GN&C system that is based on the new
spacecraft operations para(iigm of ‘ml’ell the Spacecraft What to Do, NOI’ 1 low an(i When to
1)0 It,” “l’his paradigm, together with the philosophy of reporting to the ground only the
completion of planned mission events an(i non-nominal emgine.exing  status ciata,  captures
our vision of a new mission operations concept with a highly autonomous spacecraft.



Jlgure  4 illustrated this paradigm shift for the GN&C system. “1’raditicmal]y  the ground
mission operations team uses a two-way Dopplers ystem to track the spacecraft for
position dcte,rmitmtion  and continual y monitors the spacecraft to determine its health status.
Directives for target acquisition and observations require information from the spacecraft
along with further planning and analysis by the ground team to generate a sequence of low
level commands which is semt to the spacecraft. “1’he sequence must be scrubbed to bc free
of constraint violations and enors and an elaborate procedure has been dcvelope~i to
accomplish this which includes an approval process down to the subsystem level. ‘l’he
resulting low-level time,-sec]uenced  commands are then sent to the spacecraft for execution.
During execution unexpected cnors trigger the fault protection system which places the
spacecraft in a safe-hold mode and calls home for

TRADITIONAL

help.

GN&C APPROACH
SPACECRAFT ENGINEERING

T e n  Ipera(ure
P r e s s u r e SPACE CFiAF I TRACKING

- Performance data - Two-way doppler data
- Star tracker data

downhnk

1-
SEQUENCE GENEFIA1  ION

- Analvsls ,

pjjq~ gi?iiii?iih%’:g ~--&‘SPACE  CF{AF  I

- Time Scheduled Execuhon MANE UVEFI
- Fault Eletecllon  Log[c 1VEFilFlCA710N

- Star map generation
- Safe Hold (refer to ground) downhk

- Srnula!lon

P l“~JEDk~

downhnkLAPPROVAL PFIcICESS
I

I 1

AUTONOMOUS GN&C APPROACH

-%+EEzl
downhnk

Figure  4 TIIe new paradigm for GNcQC  l]~~])lctilet~tatiot~

Jn the new approach shown in J;j.gul”e  4 the accluisition  and observation high level
commands go directly to the spacecraft and the navigation and the maneuver planning and
analysis is accomplished onboard.  Unexpected events are largely handled by the spacecraft
and alternate approaches are developed to accomphsh  the goals from the original request
when anomalies are encountered.
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‘l The specialized CiN&C  autonomy modules that are called upon by the Remote  Agent as it
processes the desired high-level goals will inc]ucic  the following:
(hlboard  navigation

-optical navigation
-orbit determinate on
-trajectory correction

Maneuver execution activities
-path optimization ~
-turn and burn sequence

Onboard feature recognition
-targetifeat ure recognition
- extended body center-finding
- shape/spin determination

“1’arge,t  referenced Maneuvers
-Hphemeris  update
-feature-based pointing
-target-relative tracking

‘J’crminal  Cluidance
-onboard drag/ gravity modeling
-collision avoidance mancuvms
-terminal guidance descent find ascent

Asteroid and Comet  rendezvous and sample return n]issions  exemplify the, use of the. above,
GN&C capabilities to reduce operation costs, reduce (iemands on Deep Space Network
(lISN) utilization and enabling missions to bodies of unknown characteristics as
summarized in Figure 5. ‘l’he near-term missions will bc flybys and thus the first GN&C
modules to be, developed will be for deep-space on board navigation and maneuver
execution.

New Millennium l]ecp-Space Mission 1 will bc the, first planetary spacecraft flown  with
completely automated Navigation, Guidance and control  systems. ‘l’he foundation of the
system is an asymmetric observation process which uses  deep-space images of astcroi  ds
and stars as the basis for orbit (position and velocity) determination. With the New
Millennium 1X3-I Mission being solar-electrically powered (with ion-drive engines) the
principal task of the system, once the orbit is determined, is to control the engines in such a
way as to deliver the spacecraft to the target body (an asteroid and 1 ate.r a comet) at a
specified place and time. All of the necessary procedures occur on-board without ground
intervention -- asteroid images  are, planned, taken  and anal yzesl;  the orbit is determined; tbc
cngi ne throttle and direction changes are computed and in~plcmented.  Automating these
processes to be handled onboard frees up these resources, thus reducing costs and enabling
NASA’s vision of a “virtual presence” in sJjace -- many small spacecraft exploring the solar
system -- to be realized.

l’igut-e 5 Autonomous GN&C for Small-body Missions

OJ~tical  navigation will recognize stars, sun, earth, moon, planets and asteroids for J>osition
determination. Orbit determination computations will be performed to obtain spacecraft and
target state. “1’hese  will be propagated and the error to the target estimated. ‘1’he rec]uired
tr:ljcctory maneuvers will be determ incd.
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Onboard navigation requires a high resolution camera (20 micro radian pixels), a 20MI PS
processing capability for short bursts <1() minutes and storage requirements are estimated
to be of the order of 20 megabytes for star catalog and ephemerides. During interplanetary
cruise sightings of navigation objects are required at the frequency of once a day or once
every other day. Near encounter sightings requirements are more frequent and expected to
be as often as several minutes.

The propulsive maneuver module develops and optimizes t}]c path to accomplish the
maneuvers computed by the navigation module. I~i.gure  6 illustrates the irlll)lel~lellttitio))  of
this module. Re~erence~  7 and 8 ~escribc  the de.veropment of this module:

output

t - t

● pre-execution setup
● Resource requirement

● Magnitude
● SAM Mode requirement

● Direction
● Epoch

● Contingency planning
Q r30st-execution  clean-ut)

I routput
● Turn & burn commands,

sequence and timing

RUN-TIME IN
REMOTE AGENT
● Enforces Flight Rules -

- Temporal constraints
- Mode transitions
- Valid configuration

t

● Checks Command Syntax

output
● Changes in planning

process

EXECUTION BY
REMOTE AGENT
● Real time

- Execution
- Monitoring
- Fault protection

output
● Actions
● Status

l~igut-e  6 l’repulsive NIancuvcr Module implementation

Autonomous Science  and  I14i.Ysio~ Ol)erafions. in order to [jursue the dual goals of. . .
reducing mission costs and ultimately enabling new mission types, there is also a need for a
ncw paradigm for pe,rformi ng science data evaluation and observation planning
autonomous] y onboard  spacecraft. “1’he future NASA mission set will feature smaller and
more numerous spacecraft in an environment of highly constrained up]ink and downlink
colllllltll~ic:~tiol~s.  “l’he proposed paradigm for science autonomy will strike a new, more
ambitious balance among: direction of mission activities by scientists without the
assistance of a ground sequencing team, robust science capture and mission redirection
when discoveries are made at the target body, accommodation of the realities of limited
COllllllUIliCfLtiOIl  links, and the 18tUl”l) of C]U211itY SCkDCe pl”odllcts  from missions.
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Much of the initial focus for spacecraft autonomy has been on developing new software
and systems concepts to automate engineering functions of the spacecraft: guidance,
navigation and control, fidu]t protection, resource management. I lowever,  the ultimate
objectives of NASA missions am science objectives. Autonomy for science needs to bc
pursued as aggressive] y zs autonomy for en~ineering,  and within the same early time
frame.

l’he specific objectives of the proposed paradigm for science autonom y are as follows: (1 )
To demonstrate the ability to autonomously identify features and objects of known interest
in onboard acquired data and to prioritiy,e and/or edit downlink  on the basis of reliably
recognizing  such featLlreS  and objects. (2) To provide the basis for capturing transient
science events through integration of autonomous onboard  science data processing with
autonomous onboard capabilities for retargeting  and mission planning. (3) “1’o provide the
basis for scientists to efficiently redirect mission activities following, scientific discoveries at
the target body.

‘1’elemetry limitations place extreme Collstl”aints  on the scope of scientific experiments
possible for deep space missions; such constraints will become even more severe in the
coming era of proliferation of deep space missions. I lowever, NASA’s emphasis on the
development of powerful rnicroele.ctronics to aggre.ssivel  y grow avail able computing
resources, both in terms of CPLJ and memory resources, allows the scope of planned
investigations to be enlarged considerably beyond  those considered in the past.

We aim to demonstrate the ability of novel algorithms inlJ~lenlented  on advanced flight
computers to directly enhance the results achievable by scientific experiments onboard
spacecraft. We plan to achieve this goal by implementing on board data analysis algorithms
thiit can

1 ) Rapidly sift through instrument data immediately upon collection,
2) On the. basis of this analysis, provide a massively condcn.wd  summary of the. important

information collected by the sensor(s), either to science 1’1’s on the ground, or to an
onboard  planning executive,

3) };nab]e  adaptive control of observations based upon imnlediate  data processing and
analysis.

7’l]c objective  here is to create information products that fits within telemetry limitations, but
which 1s nevertheless sufficient for the PI or aTl onboard  planner to adaptively direct the
spacecraft so that phenomena of special interest can be focused upon by the spacebm”ne
illStl”LllllelltS.  ]n general, the resu]ts of onboard  analysis wi]l be to achieve data reduction in
downlink  of several orders of magnitude.

I lata reduction can take several forms. One, obvious form is that of standard data
compression algorithms, both loss]ess and lossy. ‘J’he leverage available here should be
pursued, but our main focus will be on more intelligent methods of data reduction. 1 ‘or
example,

1)

2)

Data editing to transmit images to ground at high resolution, but onl y of those regions
from an original image that are deemed to contain significant or unexpected scientific
information.
Retargeting  of spacecraft to stLld y important areas, after rapid download to earth of
potentially interesting target regions and phenomena selected by onboard  analysis
soft ware operating in a browse mode.
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We seek to enhance the scientific autonomy of spacecraft by fc)lding  scientists’ Imowle.dge
and preferences into the context of spaceborne experiments durjng the execution of those
experimen~s,  by incorporating  onboard  intelligence. We aim to “close-the-]oop”  of tasks
involving

1 ) data acquisition by sensors,
2) data analysis and decision-making (prioritization) by scientists, and
3) redirection of spacecraft acclivities based upon this information.

The technologies which will enable autonomy for science capabilities are data mining
technologies, including pattern recognition, machine learning and knowledge discovery
techniques, combined with the capabilities of the Remote Agent described above,
particularly onboml  planning.

“J’here  have been soJnc notable successes in aJq>l ying these technologies to large science
data sets on the ground. One that is particularly relevant  to the onboard science goals
outlined here is the J1’1. Adaptive Recognition ‘1’001 (JAR3”ooI) project, which is (icvelopillg
trainable, adaptive object recognition technology. JAR’1’001  is a general-purpose digital
image analysis tool developed to automate exploration of large image libraries.9  It is based
on t}le “learn by example” approach whereby a user can identify a set of objects of interest
in a given image, from which a supervised learning algorithm will learn a ge.ncml  model to
discriminate the objects of interest from the background. ‘l’he first application has been to
the Magellan Venus radar image set. in this application, the basic image processing itself is
not straightforward. ‘l’he Magel lan spacecraft transmitted back to earth a data set consisting
of over 30,000  high resolution radar images (SAR) of the Venusian surface. ‘l’his data set
is greater than that gathered by all previous planetary missions combined --- planetary
scientists are literally swamped by data. ‘l’he study of volcanic processes is essential to an
tll~(le,]”sval~(lil~g  of the, geologic evolution of the p] anet.  Central to volcanic stLldies is the
cataloging of each volcano location and its size and characteristics. “1 ‘here arc estimated to
be on the order of one million visible volcanoes scattered throughout the 30,00(1 images.
I;urthermom, it is estimated that manuall y locating all of these volcanoes would require, on
the order of 10 man-years of a planetary geologist’s time. JARToo1  and others like it
represent the, starting point for chwloping technologies to cnab]c onboard science analysis.

Multi-platjom  Coordinated Missions. NASA’s vision for the 21st century of establishing
a “virtL1al  presence” in space will be suppm-tcd  through the use of a fleet of individual,
small, inexpensive spacecraft. ‘l”he, use of fleets of spacecraft will allow for a dramatic
reduction in any individual mission’s cost, allowing scarce resources to bc applied to more
frequent missjons  and to provide a greater “virtLlal  presence” in space. ‘J’his coordinated
network of spacecraft will communicate with each other in order to form a “vjrtLml
platform” in space. ‘I’his “virtual platform” or fleets of multiple coordinated spacecraft will
be used to enable a serjes of diverse, prevjous]y  unimaginable applications such as the,
investigation of large., (iynamic, complex systems or provide orders of nlagnitLldc increases
in inlaging capabilities.

?’he lifecycle cost associated with a mission can be dramatically y reduce through the, use. of
fleets of simple, inexpensive spacecraft. By applying common manufacturing technic]mx,
the cost of developing and testing a fleet of smaller, simpler, common spacecraft wil 1 bc
less expensive than the cost of developing and testing a single, large llltllti-i~~strll~~lellt
platform. liach individLlal  spacecraft can be a simpler, less redundant vehicle wjthout
adverse] y affecting the overall mission capabil it ie,s. These fleets of spacecraft lend
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themselves to being launched on smaller, less expensive launch vehicles, also adding to
dram aticall  y lower the cost associated with providing a greater  “vil~ual  presence,” in space..

I’he investigation of large, dynamic, complex systems - such as F211~h’s or Mars’
atmosphere will be accomplished by using closely coordinated networks of inexpensive
spacecraft with each monitoring a potentially different specific spectral band. Close
coordination among the net work of spacecraft will allow the spacecraft to remain
synchronized thereby allowing the fLlsing of eac}~ individual space’s data together into the
desired science product. l-.arger areas of a p] anet’s  environment may be simultaneous] y
covered, allowing for the collection of more complete data on large complex systems. New
instruments can be added to a network as they are developed enabling new technology to be
inserted and data set collected as required.

?’he detection and imaging of extremely Paint objects - such as extra.solar  planetary systems
can be accomplished by using a tight-geometrically coupled network of spacecraft. A
network of spacecraft, flying in formation as a rigid body anti combing the light received
from each individual spacecraft, can function as an interferometer and clramatical  1 y increase
the light gathering capability over what is cunently possible.

Whether using coordinated networks of spacecraft to investigate dynamic, comp]ex
systems - such as the F.arth’s attnosp}lere  - or detecting extrasolar planets, advances in new’
technology are rec]uired.  The NMP has identified and is sponsoring advancements in t}m
following areas:

●

●

●

●

●

lntcr-spacecrttft  colllrlltl]licatioll: Networks of spacecraft will need to exchange data,
share spacecraft status, and perform data fusion in order to maintain the
synchronization of onboard  e,venfi  across platforms. NMP Cmnmunicati  on 1 PDrl’ is
leading the inter-spacecraft co~~ll?ltl~~ic:ltioll  technology development.
Relative ranging and Absolute position know] edge: ~’ight-geollletlic~~lly  coupled
network of spacecraft will need to have a highly accurate detailed knowledge of each
spacecraft’s relative position in order to maintain a rigid formation. A close]  y
coordinated networks of spacecraft needs to have accurate absolute position knowledge
in order to perform scene registration and data fusion proper] y. “1 ‘he NMP Autonomy
11’1)’1 is working closely with academia ancl industry to develoj]  a highly accurate
relative rmlging and abso]ute position capability based on existing (3PS technology.
Multi-platform sequencing: coordination of onboard  events across a networks of
spacecraft will require a smaller  more. complex onboard  sequencing capability. “l’he
NMF’ Autonomy JPDT is developing a remote agent capability to simplify the.
coordination of a net work of spacecraft.
Mission operations: Monitoring and operating a network of spacecraft will overwhelm
existing capabilities, The NMP Autonomy IPDT is developing a remote agent
capability to simplify the operation and maintenance of a network of spacecraft.
Short duty cycle, long life, low impulse, thrusters: light-geometrically coupled network
of spacecraft will have to maintain a highly accLlmtc  relative, position in order to
maintain the required rigid formation. ‘J’he Modular ArchitectLlre  and Mtllti-fll~lctioll/~1
System lWY1’  is working with industry to develop a solar electrical propulsion system.
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Each NMP flight involves selection of missions and specific technologies to be validated.
‘1’he first NMP validation flight, named Deep Space 1 (1] S- 1 ), was selected to be a deep
space asteroid and comet il yby mission. ‘1’he selection process for the mission is beyond
the scope of this paper; here we will OJJIY  sunmlarim the. tcchno]ogy  selection process for
1>S-1. The process began with IPIYI’ co-leaders compiling a list of candidate technologies
for validation based on inputs from the lPD”l’s, l’hese candidates were scored and the
lPDT co-leaders provided the Readiness Probabilities to the Program office, The
l’ethnology Values  scores were based on three metrics and each metric was scored on a
scale from zero to three in accordance with the, criteria in ‘liable 3,

Table  3
MI H’RICS  1) S1(:1)  TO RANK TJXl  INO1/OGY CANI)I DA’J’NS

Metric  1: impact on 21st Ccmtury  science missions score
● CYitical  for Jn any mission types 3
● Critical  for some mission ty es and /or valuable for man 2
● Valuable foJ” some mission types 1
● No significant impact on fLltLu.e  missi OJIS o

Metric 2: Revolutionary nature of breakthrough s~ core
● A totally new approach, with an order of mag,nit  Lldc improvement in 3
factors relevant to mission
● An improvement offering a ten-fold improvement in relevant fiactors 2
● An improvement offering less than a ten-fold i mprove.ment  in relevant
factors

1
I

● An incremental im rove,ment  in relevant factors o
Metric. 3: Risk reduction by flight validation Score

● 1 ilight validation is both necessary and sufficient to ensure the 3
incorporation of this technology into future science missions
● l:light  validation will significantly reduces the perceived  risk of 2 1

=]

incorporation compared Fo ground ‘validation al oj~e
● 1 ‘light  validation will reduce the perce.ive.d  risk of incorporation compared 1
to ground validation alone
● ]i]ight validation offers no advantages over ground  validation, or groLmd ()
validation alone is sufficient to ensure future incomoration

‘l’lie ‘J’echno]ogy  Value was computed as the product of the three.  scores. Thus the
maximum technology value was 27, and the mi nitnum was zero. “1’he product operation
was used to refkct the requirement that some. of each of the metric should be, present,
‘1’hcse scores were reviewed at the I’rogram level to ensure proper leveling across the
]mm and to incorporate consideration of cross-cutting issues, resulting in a few
modifications. After this assessment, Readiness Probability scores were similarly
re.viewed by the 1> S- 1 flight leader. “]’he Readiness Probability was then multiplied by the
“1’ethnology Value to compute the Expected Technology Valoc score. ‘1’his I;xpcctecl
‘1’e.chno]ogy  Value was the prime basis for the tcchno]ogies to be ilight validated on 11 S- 1.
] ‘urlhernlore.,  programmatic constraints such as fLlndi ng Consideration were a]so fidctored  in
the final selection.

lhur technology candidates were submitted by the Autonomy 11’IY1’  for 1X3-1 and they are
listed in Tab]e 4 below. q’he first three technologies were selected for DS- 1. ‘l’he last



technology was not selected due to it’s low Bxpected  Technology Value which was caused
by a low score on the revolutionary nature of [he technology.

Table  4
AUTONOMY TIKUINOLOGY CANDIDATES AND RANKING

Ezizz=l ““’’””-”” ‘$”” “o ‘“-- ]
[e operations I 11
.1-,..:,. 1 . . . . . . . . . i f, I

‘1’CC1lI]OIOPV CnrlflidatPQ I Ii’. YI)PPfofl  ‘1’w’llllolopv  Vallle I

● Autonomy rf
● Cruise o tic:
● Beacon mod
● Advanced CelC3Lliil XI 1S111 I 1(J, J

A new vision for mission operations in the 21st centLlry  will be demonstrated on 13 S- 1.
I’he remote agent architecture will enable much more robust onboard anal ysis of spacecraft
health data which can virtually eliminate the need to routinely send these data to the ground.
‘1’he spacecraft will instead transmit one of four possible  frequency tones that provide an
assurance that the spacecraft is fLlnctioning nominally or reflect the urgency of ground
intervention. When necessary, a telemetry link will be established and the spacecraft will
provide concise summaries of what has transpired since the last contact. “1’he new
technology components of beacon mode operations include: a capability for selecting and
transmitti [lg beacon tones cm the spacecraft; a beacon receive stati  cm on the ground that is
much simpler than what is rec]Llil”ed for full-up data captL~re;  new techniques for adaptive
onboard  summarization of spacecraft data; and ground-  base~i  visualization tools for these
summaries. ~~eacon  monitor opel”ati  ons can reduce mission Operati (Ins cost by an order of
magnitude and will significantly reduce. the loading on ground station tracking resources,
particularly on the downlink sicie.

SUMMARY

“J’he New h4illcnnium Program has launched an exciting  new beginning in the development
of tomorrow’s autonomous spacecraft. I“hc Autonomy integrated Product IIevelopnmnt
‘1’eam has created a technology roadmap spanning the next twenty years which i(ientifies
th osc tcchno]ogies  that are ready for insertion as WCI1 as those that are needed to accomplish
both near and far term requirements. ~’hese  tcchno]ogies  will be demonstrated through
actual in-flight experience on a series of l~light  Validation h4issions, the first of which is
planned for launch in early 1998. DS-1 will revolutionize operations of deep space and
near l;artQ missions thrm]gh the autonomy technologies described in this paper. ‘1’hrough
these dcmonstrati  ons and validation missions, advanced hardware and software
technologies will bc available for tomonow’s missions without assunlil~g the risks inherent
in their first use. ‘l’his approach will accomplish NASA’s vision for the 2 1st century of a
“virtual presemce”  in space.

‘1’hc work described in this paper is the result of intense  efforLs performed by many parties;
especially Doug Bernard, Steve C.hien, Nicola  N4uscettola,  Barney Pe]l, Fkann  Gat, Brian
Williams, Pandu Nayak, and Mike Wagner. This work was partially performed at the Jet
l’r(Jpulsion I,aboratory,  California ]nstitLlte  of ‘1’echnolo.gy, under contract with the National
Aeronautics an(i Space Administration.
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